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Motivation

• Why we work to support agriculture?

Accelerated 
population 

growing

Increased 
demand for food

Pollution of land 
and water

High costs of 
technology 
solutions

Need for 
technical and 

expert assistance

Potential of 
emergent 

technologies

Artificial 
intelligence boom
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Background
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Automated scenario Automated greenhouse



Background
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Automated scenario

Greenhouse’s main computer
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Some concepts

• Reinforcement Learning
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Machine 
Learning 

technique

Computer 
agent

Trial-and-
error 

interactions

Dynamic 
environment



Some concepts

• Reinforcement Learning – how it works?
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Some concepts

• Q-Learning algorithm
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Some concepts

• Q-Learning algorithm
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Some concepts

• Q-Learning algorithm
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The proposed intelligent system
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The algorithm

• The predictive model is 
based on the use of the 
prediction of the outside 
temperature. This allows 
calculations in the RL 
algorithm to predict the 
best control action to 
perform in the 
greenhouse thermal 
control system.
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The algorithm
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Results
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Conclusions

• We propose a novel approach to greenhouse control by leveraging a 
single-agent RL centralized controller

• The results show that the RL-based approach can effectively 
automate and optimize set-point selection in greenhouse control 
systems

• As the agricultural industry seeks more efficient and sustainable 
solutions, the insights from this study contribute valuable knowledge 
towards the development of intelligent and autonomous greenhouse 
control systems

• The RL model forms part of an integral smart farming platform that 
monitors and controls greenhouse conditions in a sustainable way, 
considering multiple subsystems and controllers
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Future work

• This work is associated with in-progress doctoral research on 
developing a technological architecture to guide smart farming 
application development and deployment.

• RL algorithms often require a learning period during which the 
system may not perform optimally. We porpose to capture a 
large number of data on the real behavior of the system without 
the use of RL, by using IoT devices.

• Future work may focus on scaling up the approach for multi-
agent systems and further exploring the RL algorithm’s 
performance in various agricultural settings.
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